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A Study on Completeness and Soundness
of the Connection Graph Proof Procedure

n o &# -
Yuuichi KAWAGUCHI

In 1975, R. A. Kowalski introduced the connection graph proof procedure, and in
1981 W. Bibel proved that it is complete and sound. The purpose of this paper is to
show concrete examples of completeness and soundness in propositional logic. Two
examples are given. One is an example of completeness, and the other is an example
of soundness. The reason why they are concrete examples is discussed. When those
two examples are generalised, then it is proven that the connection graph proof
procedure is complete and sound. However, the proof is not shown in this paper.
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1. Introduction

In general, completeness and soundness (or
consistency in [1]) of a proof procedure for
arguments are defined as follows.
Completeness: If ari argument is valid, then it
is proven by the proof procedure.
Soundness: If an argument is proven by the
proof procedure, then it is valid.

An argument consists of some assumptions
and the conclusion. Assumptions imply the
conclusion, if and only if the argument is
valid. An argument not being valid is invalid.

In 1975, R. A. Kowalski introduced the
connection graph proof procedure [6] in first-
order predicate logic. In 1981, W. Bibel proved
[1] that the connection graph proof procedure
The
in that paper do not have

is complete and sound. logical
expressions
variables and substitutions. The proof is
given in propositional logic.

The purpose is to give concrete examples of
completeness and soundness of the connection
graph proof procedure in propositional logic.
Two examples are given. They are concrete
examples of completeness and soundness.
When two examples are generalised, then it
is proven that the connection graph proof
procedure is complete and sound. However,

the proof is not shown in this paper.

2. Connection Graph
Proof Procedure

The connection graph proof procedure [7]
The

procedure proves a set of clauses to be

is a method based on resolution [3].
consistent or inconsistent.
2.1 Connection Graph
Logical expressions are expressed in clausal

forms (or clauses). For example, a logical
expression “if X, Y and Z, then S or T is

represented as a clause “S, T < X, Y, Z,” where
S, T, X, Y and Z are propositions.

if there
proposition in a clause on the left side of the

Given a set of clauses, is a

arrow sign ‘<’ and the same proposition
exists on the right side in another clause, then
those two corresponding propositions are
connected by an edge.

When an argument is given, a set is made of
assumptions of the argument and a negation
of the conclusion. For a given set of clauses, a
graph made by connecting all corresponding
pairs of propositions is called a ‘connection
graph.

2.2 Connection Graph Proof
Procedure

A connection graph is solved if it has an
empty clause “«.” A set of clauses is proven
to be inconsistent if the connection graph
made from the set is solved. An argument is
valid if a set made from the argument is
inconsistent.

A connection graph that does not have an
empty clause can be translated into another
connection graph by the following connection
graph proof procedure:

1. Remove clauses that are tautologies
from the graph.
that contain

proposition not have any corresponding

2. Remove clauses a
proposition.

3. Select an edge from the graph, then
remove it, add a resolvent into the
graph, and connect corresponding

propositions by edges.

The graph is sequentially translated into
other graphs. If an empty clause is obtained,
then the original set of clauses is proven to be
inconsistent.

NoTE 1 [7]: A clause is a tautology if it contains

the same proposition on the left and right

sides of the arrow sign.

NoTE 2: For example, from two clauses
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SL|[Pl< X, ¥, Z, and S,, T, < X,,[P|, Z,, a
resolvent S,, S,, T, <« X,, Y, Z,, X, Z, is
obtained.

3. Concrete Examples

There are two examples in this section.
These examples are variations on an example
described in Chapter 8 of the book [7]. The
original one is in first-order predicate logic,
and those in this section are in propositional

logic.
3.1 Example One

There are two propositions:
J: John is happy.
W: Bob is working.
Let us consider an argument that consists of
two assumptions and a conclusion:
Assumption 1: ] < W.
Assumption 2: W «.
Conclusion: J <.
The negation of the conclusion is ‘“— J. A set
{J] « W, W «,«< J } is obtained. The
connection graph (initial connection graph) is
shown in Figure 1.

The graph is sequentially translated into
other graphs (Figure 2) in the direction of the
finger-arrow sign (w ). There are five graphs
in Figure 2.

Fig. 1

At first, in the second graph, the two clauses
‘J < W and ‘W < are resolved and the edge
is removed (marked with a cross), and then
the resolvent ‘J <’ (surrounded by a dashed
rectangle) is added and connected by an edge.

Now the proposition ‘W’ in the clause ‘W <’
is not connected to any corresponding
proposition, and the clause is then removed
(surrounded by a dashed circle).

In the third graph, the proposition ‘W in

¢

the clause 7 < W’ is also not connected. The
clause and the edge are removed.

In the fourth graph, the two clauses ‘J <’
and ‘< J ' are resolved and the edge is
removed, and then the resolvent ‘<’ (an
empty clause) is added. Each proposition ‘J’
in those two clauses is now not connected,
and the two clauses are removed.

Finally, in the fifth graph, an empty clause
‘" is obtained, and then the graph is solved.
Therefore, the original set of clauses is proven

to be inconsistent and the argument is valid.

3.2 Example Two

There is another clause ‘P: Bob is playing.
Let us examine whether another argument is
valid: two assumptions ‘J/ < W and ‘P <’
imply the conclusion J </

A set {J < W, P <,<— ]} is obtained, and the
initial connection graph is shown in Figure 3.
The graph is sequentially translated into.
other graphs (Figure 4). Clauses that have a
proposition not connected (surrounded by a
dashed circle) are sequentially removed.
Consequently, there is no clause in the graph.
The original set of clauses is translated into an
empty set. The result shows that the set is
consistent and the argument is invalid. This is

described in Section 4.2.

4. Discussion

4.1 Example One

Example one shows that the connection
graph proof procedure proves an argument
named “syllogism” (ie., ‘J « W and ‘W <’
imply ¢ <). The syllogism is valid, which is
proved (e.g., by Tableau [5],[10]).
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Fig. 3

In the example, three clauses that construct
the argument are given. A set of
assumptions and a negation of the conclusion
is represented in an initial connection graph.
The graph is sequentially translated into
other graphs, and finally a graph including an
empty clause is obtained. The graph is solved
and the set of clauses is proven to be
inconsistent. Thus, the argument is valid.

Therefore, this is an example in which if an
argument is valid, then an empty clause is
obtained. The example one is a concrete

example of completeness.

-

.

-----

------

4.2 Example Two

Example two shows that if an argument is
invalid, then a set of assumptions and a
negation of the conclusion is translated into
an empty set.

The soundness of the connection graph
proof procedure is that if an empty clause is
obtained from the original set of clauses, then
the argument corresponding to the set is valid.
The contrapositive proposition of this is that
if an argument is invalid, then an empty
clause is not obtained.

In the example, the argument is invalid,
which is proven (e.g., by Tableau).

In a situation in which an original set of
clauses is translated into an empty set, the set
is proven to be consistent by “affirmation
soundness.” In another situation in which an
empty clause is obtained, the original set is
inconsistent by completeness. A set can not
be consistent and inconsistent at the same
time. Only one of those situations can be. In

the example, the set is translated into an



empty set. Thus, an empty clause is not
obtained.

Therefore, this is an example in which if an
argument is invalid, then an employ clause is
not obtained. The example two is a concrete
example of soundness.

Note 3 (affirmation soundness [8]): If a set of
clauses is translated into an empty set by the
connection graph proof procedure, then the

set is satisfiable ( © consistent).

5. Conclusion

There are two examples in this paper.
Example one is a concrete example of
completeness of the connection graph proof
procedure. Example two is a concrete
example of soundness.

When two examples are generalised, then
we obtain a proof of completeness and
of

procedure. However, the proof is not shown in

soundness connection graph proof

this paper.
Furthermore, some researchers have
published articles (e.g., [2], [4] and [8])

showing that there is some doubt about
strong completeness of the connection graph
proof procedure. Strong completeness is not

discussed in this paper.
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